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Main message

e For path optimization in a gauge theory,

"1t 1s efficient to employ a neural network
which respects the gauge symmetry”

ex. gauge invariant input / gauge covariant
neural network

cf. similar idea is used as a part of gauge equivariant convolutional neural network

Favoni et al.(2020)

> Gauge variant neural network works but costs a lot
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2 Motivation

Path optimization method(POM) nori et al.(2017), Alexandru et al.(2018), Bursa, Kroyter(2018)

e POM is a method which complexifies dynamical variables and deforms
the integration path using machine learning to minimize sign problem

e POM has been successful in models with small redundant degrees of
freedom, but is not efficient with large gauge degrees of freedom
> One solution is gauge fixing but costs a lot Mori et al.(2019), ...

¢ We found gauge invariant input / gauge covariant neural network

works well
— This talk

1 1
(O) = —/ puoe Sl —/ DU 0
Z JR zZ JC
O : observable, Z : partition func, S : action, U : link variable

Ug o= 940 (@+0/2) oy A (x) eR— Ay(z) €C

NB. Cauchy’s integral theorem ensures this equality
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|Gauge variant neural network]
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e Machine learning chooses best path which enhances phase factor

e .= Je 7 /|Je™ |, J := det(0U/OU)

& Averaged phase factor | (exp(i60)) | is an indicator of sign problem:
| (exp(if)) | = 1 for mild, | (exp(20)) | = O for severe

-
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zZn, :wnF(wffj) hj + bj) : output layer

h -

J

= F<w§1)t7/ + bj) : hidden layer

t := input, w, b, w := parameters of neural network

F(x) := tanh(xz), activation func

Feost ():=]Z| (|<ei9<’5>>pq|—1 ~ 1), bq : phase quenched

]

(O)pq i= é/DU [o]7e Lee

/
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|Gauge invariant neural network| v~ et al.(2021)

Uz,u— Py o — hiddenlayer — U, ,
N\ ~ >4 N

input layer output layer

e We adopt gauge invariant plaquette in the input layer

o ) —1 —1
Pojz i =Us1 Uy yi ULy Uss

<> Similar idea is used as a part of gauge equivariant convolutional neural network
Favoni et al.(2020)

(old) (new)
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[Gauge covariant Ileural IletWOI‘k] Tomiya,Nagai(2021)

~7(1)
U = Upp == Uz
v - ~ - v
input layer hidden layer output layer

~ —1

O, = expfiW ], WO = 3 (4028, + 0P, )
VAU

(1) .

pj: . parameters in neural network, (l) . number of smearing

e The hidden layer is constructed by Stout-like smearing, which is gauge
covariant

e We use Nitout = 2 1n this work
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3 Application to 2-dim U(1) gauge theory

e Sign problem is originated from the complex coupling s =1/(9a)2 e ®r — ¢

e Analytic result has been obtained
— Good testbed for new approach kashiwa,Mori(2020), Pawlowski et al.(2021)
cf. 2-dim U (1) 4 O-term, another type of sign problem, is investigated by tensor renormalization

Kuramashi and Yoshimura(2019) and complex Langevin Hirasawa et al.(2020)

S = —g Z (Pa:,12 + ch_,ilz)

X
B=1/(ga)? €eR — C
an12 ‘= Um71 Ua?‘l—i,Q UZC_—:Q,I Ux_a%

[Analytic result] wiese(1988),...

Z::/dUe—S: io I,(B)Y

nN=—oo

1 " —in
L(B) = 5 | dpeleosiming
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[Neural network iteration dependence of average phase factor]

e Neural network with gauge invariant/covariant input successfully
enhances averaged phase factor | (exp(:0)) |

e Naive link-variable input does not enhance the averaged phase factor
by 5000 neural network iteration with Ny, = 16 hidden layer units
— Naive link-variable input with much larger neural network iterations

and larger hidden layer units enhances the averaged phase factor
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[Volume dependence]
e Enhancement of the averaged phase factor is confirmed

¢ Gauge invariant input / gauge covariant neural network shows
milder volume dependence than that of naive reweighting
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[ Test approximated Jacobian in neural network]

e (Calculation of Jacobian is O(Nj.;), which is the main bottleneck

e We test J = 1 approximation in the neural network
<+ We still need the exact Jacobian for final output and measurement
cf. worldvolume Lefschetz thimble method removes explicit Jacobian in Monte-Carlo update

Fukuma,Matsumoto(2020); Fukuma’s talk

< POM using J = 1 approximated neural network can enhance the
averaged phase factor with a slightly larger error by 1%
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4 Summary

We explored efficient ways for the path optimization method, which reduces
sign problem by complexification of path using machine learning

e Gauge invariant input / gauge covariant neural network successfully
enhances the average phase factor
< Gauge variant neural network can also enhance the average phase
factor with much larger cost

e J = 1 approximated neural network still leads to enhancement of the
average phase factor at least in our setup

[Future direction]

e Test other types of sign problem, such as finite density QCD and 6-
term
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Appendix
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[Sign problem (overlap problem)]

e Direct Monte Carlo is not possible, because complex part cannot be
regarded as probability

e Naive reweighting suffers from sever cancellation between denominator
and numerator
— Required #data blows up exponentially as the system size with the
degrees of freedom Ngyof increases

<O€—ﬂms>pq o —ReS
ey g = (11700 [ s e

N e~ OWNdaor) 4 0(1/, /7Ndata)
" e~ OWaot) + O(1/v/Naata)

(0) =

.'.e—O(NdOf) > O(]./\/ Ndata) i-e-7 Ndata > €O(Nd0f)
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